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FIG. 1. Domain of RCM (excluding boundary buffer zone) and locations of observing stations.
The locations of GCM grid boxes over land are also shown.

scheme employed in numerical weather prediction
(NWP) at the U.K. Meteorological Office (UKMO; Lor-
enc et al. 1991). The required analyses were obtained
from a twice-daily archive (0000 and 1200 UTC) of
UKMO operational analysis fields interpolated to the
GCM grid. Only fields available throughout the exper-
imental period (May 1983–February 1994) were used,
consisting of mean sea level pressure (PMSL); temper-
ature on the pressure levels 850, 700, 500, 400, 300,
250, 200, 150, 100, 70, and 50 mb; and horizontal wind
components on the pressure levels 400, 300, 250, 200,
150, 100, 70, and 50 mb. See Noguer et al. (1998) for
further details of the assimilation procedure. Note that
specific humidity fields were not used because they were
only available from 1986 and also because they contain
systematic biases arising from the NWP model used to
produce the analyses (e.g., McNally and Vesperini
1996). The influence of model biases is likely to be
smaller for pressure, temperature, and wind fields, since
observations of these quantities are much more plentiful
than observations of humidity over the area of interest
(Fig. 1). Even over Europe, however, the sequence of
forcing analyses is likely to contain temporal inhomo-
geneities due to historical changes in the NWP model,
analysis techniques, and observation sources. In future
integrations of this type it is planned to minimize such
problems by using fields obtained from the reanalysis
project recently carried out at the European Centre for
Medium-Range Weather Forecasts (Gibson et al. 1997).

2) INTEGRATIONS
The GCM was integrated from 1 May 1983 to 28

February 1994 using an initial state taken from a pre-
vious simulation. Atmospheric state variables were con-

tinuously relaxed toward observations as described
above. The integration was also driven by observed
SSTs and sea ice extents (Parker et al. 1995), using
monthly mean fields interpolated in time every 5 days.
Results from the GCM integration are discussed by No-
guer et al. (1998). They find that the time-averaged gen-
eral circulation remains close to observations, as re-
quired. For example, the rms error in climatological
mean PMSL is 0.5 mb or less in each season. In addition,
observed patterns of daily variance are almost perfectly
reproduced by the GCM (not shown), confirming the
effective operation of the assimilation procedure.
The RCM integration was started from 10 May 1983,

using the European domain shown in Fig. 1. The in-
tegration was driven at its lateral boundaries by output
from the GCM, as described in section 2b. The use of
a small domain reflected the need to constrain the large-
scale circulation to follow the GCM, and hence obser-
vations, as closely as possible. However, it was not pos-
sible to ensure complete correspondence by assimilating
atmospheric observations within the interior of the RCM
domain, because this would have led to undesirable
damping of fine scale features in the RCM solution.
Nevertheless, errors in the time-averaged circulation are
small apart from in summer when the influence of the
lateral boundary forcing is at its weakest, allowing ex-
cessively high continental surface temperatures to drive
erroneous warming of the troposphere and errors in up-
per-air winds (Noguer et al. 1998). Daily variations in
the RCM circulation follow those in the driving fields,
although the correspondence is not perfect. For PMSL
the average correlation between simulated and observed
anomalies ranges from 0.91 in January to 0.70 in July.
The effect on the downscaling results of circulation er-
rors in the RCM will be discussed in section 3.

Murphy 1999 
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FIG. 18. As in Fig. 17 for Jul.

July, based on frequencies averaged over all 976 sta-
tions. Both models significantly underestimate the fre-
quency of dry days; however, the errors are much larger
in the GCM. The models also underestimate the fre-
quency of heavy precipitation events. For example,
events in excess of 20 mm contribute 17% of total pre-
cipitation in January (Fig. 17b), and 30% in July (Fig.
18b). The contribution from such events is much smaller
in the RCM, especially in July, and is negligible in the
GCM. The errors identified above are found in almost
all parts of the domain. In July, for example, the wet
day probability pw is much too large everywhere apart
from North Africa (Figs. 19a–c), whereas the probability
of accumulations in excess of 10 mm is too small (Figs.

19d–f), apart from in a few places where time-averaged
precipitation is much too high (cf. Figs. 3d–f). Results
of a similar nature are found in January. Previous work
(Mearns et al. 1995; Gregory and Mitchell 1995) sug-
gests that the model errors reflect the effect of spatial
averaging: the observations are from point locations,
whereas the grid-box variables represent areas of 2.5 3
103 km2 (RCM) and ;8 3 104 km2 (GCM), and are
thus equivalent to means over a number of stations. This
is confirmed by Osborn and Hulme (1997), who show
that the dry day probability and standard deviation of
observed daily precipitation are both strongly reduced
when station distributions are aggregated to form areal
means representative of a model grid box.
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FIG. 19. Jul distributions of wet day probability (threshold 0.1 mm) [(a)–(c)] and probability of a daily precipitation total exceeding 10
mm [(d)–(f )]. OBS are station observations, (a) and (d); RCM are simulated values at the nearest regional model land point to each station,
(b) and (e); GCM are simulated values at the nearest global model land point to each station, (c) and (f ). Simulated precipitation values
have been scaled to remove the space- and time-averaged bias relative to OBS.

These results do not preclude the use GCM or RCM
gridpoint values in impact studies requiring knowledge
of local precipitation statistics; however, they do imply
the need to make significant empirical adjustments to
the simulated distributions. These will be sensitive to
the scale of individual precipitation events (Osborn
1997), so adjustments calculated for present climate
could become invalid if, for example, the balance be-
tween convective and large-scale precipitation alters in
future. However, the fact that the adjustments are small-
er for the higher-resolution model encourages the hope
that further increases in resolution could eventually re-
move the need for such adjustments and thus circumvent
this problem.

b. Surface air temperature
In January both models overestimate the mean fre-

quency of large daily temperature anomalies (Fig. 20a);
however, the errors are larger in the GCM. In the ob-
servations the probability of large daily anomalies in-
creases with latitude (Fig. 21a), as for the monthly
means discussed earlier (Fig. 7a). The models capture
the general pattern correctly (Figs. 21b,c), but overes-
timate the variability in most regions. The inferior per-
formance of the GCM relative to the RCM arises mainly

from northern, central, and eastern parts of the domain.
A number of factors appear to contribute to this, in-
cluding (a) an enhanced frequency of low surface wind
speeds in the GCM, which increases the probability of
anomalously low nighttime minimum temperatures, es-
pecially over northern Europe; (b) lower time-averaged
temperatures than in the RCM (see section 3a), reducing
evaporative damping of temperature anomalies; and (c)
slightly greater variability in cloud cover, which exerts
a strong influence on the surface radiative fluxes. An-
other factor increasing variability in the GCM is poor
resolution of the modifying influence of coastal land on
maritime airstreams; note the lack in Fig. 21c of the
fringes of reduced variability near coastlines apparent
in Fig. 21a and, to a lesser extent, Fig. 21b.
In July both models again overestimate the average

level of observed variability (Fig. 20b), the magnitudes
of the errors in the GCM and the RCM being similar.
The distributions of large anomaly frequencies (where
‘‘large’’ is defined as 678C; cf. 6108C for January)
show that both models possess too much variability in
areas to the north of the Black and Caspian Seas (Figs.
21d–f). In the RCM the area of excessive variability
also extends westward into central Europe. These errors
in daily variability correspond quite closely to those in
the variance of monthly means (Figs. 7e,f) and are prob-

Murphy 1999 
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FIG. 2. Mean JFM precipitation in units of mm day21.
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FIG. 2. Mean JFM precipitation in units of mm day21.

Garbage in – Garbage out 
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The spatial distribution of the mean daily precipita-
tion for the dry (October–May) and wet (June–September)
seasons are mapped in Fig. 7 for the raw MM5 results, the
bias-corrected MM5 results, and the point observations.
This figure shows that raw MM5 results produce a mean
daily precipitation field that is much higher in magnitude
than the observations in the dry season (i.e., positively
biased) and much smoother in space than the observa-
tions for both the dry and wet seasons. Bias correction
improves both the magnitude and the spatial distribution
of the average daily precipitation for both the wet and
dry seasons. It should be noted that the bias-correction
technique used here maps the predicted CDF obtained
from the 1986–2008 simulation to the observed CDF from
the entire time series of record for each station (which is
variable; see Table 1). This discrepancy in period of re-
cord results in the relatively minor differences between
the observed and bias-corrected spatial distribution of
mean precipitation fields calculated over the 1986–2008
time period shown in Fig. 7.

Figure 8 plots the raw, bias-corrected, and observed
total annual precipitation over the study period. This
figure shows that the bias-corrected MM5 results re-
produce the long-term mean annual precipitation very
well and follow the observed temporal pattern of total
annual rainfall over the study period fairly well, but sig-
nificantly overestimate the interannual variability over
the study period. Table 2 and Figs. 4–8 indicate that
while the bias-corrected MM5 results successfully re-
produce the historical climatology over the study area
(i.e., long-term mean and variance of daily and monthly
precipitation totals and daily transition probabilities),
the prediction of the actual time series of daily, monthly,
and annual totals show significant errors, even after the
results are bias corrected. Further improvement in day-to-
day predictability will require improving the climate model
physics, parameterization, and/or boundary condition used
in MM5.

The accuracy of the MM5 bias-corrected historical
simulation results reported here are similar to other

FIG. 4. Observed vs (a) raw simulated and (b) bias-corrected results of first-order transition probabilities for (left)
dry to wet day (P_01) and (right) wet to wet day (P_11) for each month. Dashed ellipses enclose the dry-season
months from October to May, and solid ellipses enclose the wet-season months from June to September. Here R2 and
ME for each case are shown on each figure.
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observation density over the Hillsborough and Alafia River
watersheds is approximately 1 station per 100 km2, though
the distribution of stations is irregular. The data were re-
trieved from the rainfall data manager Web database
(http://gis.tampabaywater.org/rainfall/) maintained by
Tampa Bay Water.

NCEP–NCAR global reanalysis data from 1986 to 2008
(Kalnay et al. 1996; Kistler et al. 2001) were utilized as the
initial and boundary conditions for the MM5 model. The
NCEP–NCAR global reanalysis dataset is a joint product
from the National Centers for Environmental Prediction
and the National Center for Atmospheric Research that
was created by assimilating observations and global cli-
mate model predictions to provide a gridded dataset rep-
resenting the retrospective state of the earth’s atmosphere
over time. The resolution of the global reanalysis dataset is
a 2.588 3 2.588 grid with 28 vertical sigma levels.

3. Methodology

a. MM5 modeling

MM5 was run to predict precipitation over a 1701 3
1620 km2 domain at 27 3 27 km2 gridcell resolution and
a nested 675 3 729 km2 domain at 9 3 9 km2 gridcell
resolution (Fig. 2). Predictions were output at a 6-h
temporal resolution continuously over the 23-year pe-
riod from 1986 to 2008, using University of Florida high-
performance computers (UFHPC) with massively parallel
architecture and distributed-memory codes. NCEP–NCAR
reanalysis data were used as initial and boundary condi-
tions for the outer domain, with boundary conditions
updated on the outer grid every 6 h. There was no addi-
tional nudging or adjustment in these runs.

The physics configuration used in the present work
was set based on sensitivity analyses by Hernandez and
Jones (2010, manuscript submitted to J. Geophys. Res.)
and is defined as follows. The radiation scheme was set
to use the NCAR Community Climate Model, version 2
(CCM2) (Kiehl et al. 1996). Here the annual variability
of insolation at the top of the atmosphere depends on
the solar constant, zenith angle, and eccentricity. The
CCM2 option evaluates longwave and shortwave fluxes,
as well as heating rate in multispectral bands, where
clouds and aerosols absorb and/or scatter radiation. For
cumulus parameterization, the Grell scheme (Grell et al.
1994) was employed. In this simple scheme there is no
mixing in the clouds except at the top and bottom be-
cause of downdraft and updraft atmospheric processes.
The explicit moisture was set to the simple ice scheme
(Grell et al. 1994), where cloud water below 08C is
treated as cloud ice and rain is treated as snow. Under
these moisture physics, rain or snow vertical distribution

and speed is controlled by aerosol size, which is a func-
tion of accretion (conversion of cloud to rain or ice to
snow). The planetary boundary layer (PBL) physics
was set to a nonlocal vertical diffusion scheme (Hong
and Pan 1996) employed in the NCEP Medium-Range
Forecast Model, which realistically represents large eddy
fluxes and their evolution in the atmospheric well-
mixed layer. The surface five-layer soil temperature
model (Dudhia 1996) was used for land surface pro-
cesses. MM5 was configured to predict atmospheric
conditions at 21 pressure levels between 100 000 and
20 000 Pa, and all simulations were performed in a two-
way nesting communication. The 25-category USGS
1999 land use dataset with 1-km horizontal spacing was
used for the entire 1986–2006 simulation period (Grell
et al. 1994).

b. Bias correction

A cumulative distribution function (CDF) mapping
approach was used to bias correct the raw MM5 9 3
9 km2 predictions using the following procedure (Wood
et al. 2002; Ines and Hansen 2006): 1) CDFs of observed
daily precipitation were created individually for each
of the 53 observation stations for each month using
available observed data, thus 12 different monthly CDFs
were used for each station for bias correction of the daily
predictions; 2) CDFs of simulated daily precipitation
were created for the grid cell containing each station for
each month; and 3) daily gridcell predictions were bias
corrected at each observation point using CDF mapping
that preserves the probability of exceedance of the sim-
ulated precipitation over the grid cell, but corrects the

FIG. 2. MM5 domain configuration: domain1 (1701 3 1620 km2

at 27 3 27 km2 resolution) and domain2 (675 3 729 km2 at 9 3
9 km2 resolution).
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Denis, Laprise et al: Big-Brother 
Experiment 

Robert and Yakimiw (1986) and Yakimiw and Robert (1990) and
is inspired by Davies (1976). A nine-point wide region along the
lateral boundaries defines the nesting zone in which the horizontal
velocity components of the CRCM are relaxed to the driver
model’s ones. A complete description of the dynamical formulation
of the CRCM including the nesting implementation can be found
in Bergeron et al. (1994) and Laprise et al. (1997). The physical
parametrisations is similar to what can be found in Caya and
Laprise (1999) except for the moist convection scheme, which now

follows the Kain and Fritsch (1990) formulation. The time evolu-
tion of the sea-surface temperature (SST) was imposed by linearly
interpolating monthly mean climatological data. Because of that,
there were no fine-scale structures in the SST field.

Figure 2 shows that the realisation of the poor-man version of
the BBE involved two RCM integrations. The Big Brother had a
large domain of 196 · 196 grid points. Its output data served to
drive the second integration (Little Brother) on a smaller domain
(100 · 100) placed at the centre of the BB domain. The grid-point
spacing for all simulations was 45 km on a polar-stereographic
projection true at 60 !N. Figure 3 shows the layout of the domains.
Also shown are the topographic field, and the land/open-water/
sea-ice mask.

In the vertical, 18 model levels (defined by a geometric scaled-
height terrain-following vertical coordinate) were used, and were
the same in both the little and Big Brother. Having the same ver-
tical model levels in both the Little and the Big Brother simulations
reduced the importance of the issue 6 concerning the interpolation.
Nevertheless, Big-Brother RCM data were interpolated from its
model levels to pressure levels followed by another interpolation to
the model levels. This was done to mimic the GCM-RCM mode of
operation used by the CRCM system.

All the integrations have been produced for one month, Febru-
ary 1993. This winter month has been chosen because of the strong
storm activity along theNorth-American Eastern Seaboard. The Big
Brother was driven by the NCEP analyses archived every 12 h. The
Big-Brother output was saved every 3 h for the nesting of the Little
Brother. This gave an effective time-resolution of nesting that is
higher than what is usually seen with RCM simulations at this
spatial resolution. The goal was to reduce the impact of problems
discussed in issue 4 concerning the update frequency of driving data.

Since the Little Brother has to be guided by the Big Brother
with only the medium and large-scale meteorological information,
the horizontal small-scale content of the Big-Brother output was
filtered out. The filtered data served for the lateral nesting as well as
for the initial conditions of the Little Brother. The filter used is a
Fourier type of filter suitable for non-periodic data and is described
in Denis et al. (2001). In order to mimic the resolution of opera-
tional GCMs, all disturbances having wavelengths smaller than
500 km have been removed while wavelengths greater than
1000 km were left unaffected by the filter. Figure 4 shows the filter
response curve. The resolution jump between the filtered driving
data and the shortest resolvable wavelength of the Little-Brother is

Fig. 1. The Big-Brother Experiment flowchart. Rectangles are the
models and ovals are their corresponding datasets. The diamond
represents validation of the Little-Brother regional-scale features
against those existing in the reference Big-Brother dataset. The
initial conditions (IC) and lateral boundary conditions (LBC) for
LAM (right branch) are spatially filtered such that the small scales
are removed

Fig. 2. The poor-man Big-
Brother Experiment flowchart.
This flowchart is similar to
Fig. 1 except that the global
uniform high-resolution model
is replaced by a LAM run over
a large domain. The initial
conditions (IC) and lateral
boundary conditions (LBC) for
that large-domain run were
taken from global medium-
resolution analyses
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therefore at least 6, i.e. !500 km/(2 · 45 km). Finally, it should be
noted that the runs were produced in a ‘‘climate’’ mode, i.e. the
initial conditions were set only once at the beginning of the one-
month integration; no further initialisation was made at later times
during the month.

This configuration of our poor-man BBE should permit a clean
validation of the RCM small scales to address the issues 1 to 3 and
9; i.e. the numerical nesting formulation, the effect of the resolution
jump, the spin-up and systematic errors.

3 Results

We will analyse the simulation from two points of view.
The first will focus on the first few days of the experi-
ment to scrutinize how well the Little Brother regener-
ates the small scales from the low-resolution initial and
lateral boundary conditions. This will help us to assess
first order shortcomings related to the first three issues,
i.e. the nesting formulation, the resolution jump and the
spin-up. Secondly, we will present one-month ‘‘climate’’
statistics which should be more revealing of any sys-
tematic errors (issue 9) produced by the nesting, in ad-
dition of giving us a better sample of meteorological
systems occurring during the month.

3.1 Small-scale generation and spin-up

In this subsection, we analyse the atmospheric spin-up
by subjectively comparing the evolution of the moisture
field at 700 hPa and the relative vorticity/geopotential
height at 1000 hPa. We will close this subsection by a
quantitative analysis of the spin-up as a function of
scales for the kinetic energy at low levels.

3.1.1 Specific humidity at 700 hPa

Figure 5 shows the atmospheric spin-up time series for
the 700-hPa specific humidity field. The reference
simulation, the Big Brother, is shown on the left col-
umn. The Little Brother is on the right column within
the inner squares; outside these squares the filtered Big
Brother is shown to allow a visual evaluation of the
lack of fine scales at the lateral boundaries. The
squares are also drawn on the Big-Brother column to
ease the comparison. The Big Brother has been started
five days prior to the Little-Brother initial time (T=0
hour) to allow for the development of its own flow
from the NCEP analyses. As can be seen at the initial

Fig. 3. Geographical layout of
the domains. The dashed line
around the Little-Brother’s
domain represents the width
of the nesting zone. The topo-
graphic field and the land/open-
water/sea-ice mask are also
shown but only for the Little
Brother for clarity. The topog-
raphy is contoured every 100 m.
Open-water areas are shown as
grey and sea-ice areas as white
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To assess the Little Brother downscaling ability
away from surface forcings we looked at a 500-hPa
relative vorticity. This field highlights better the small-
scale structure of the flow than the velocity field. Its
analysis is therefore more revealing of the small-scale
dynamics of the free atmosphere. We found that, while
the Little Brother was able to reproduce monthly mean
large-scale features of the vorticity, it shows some
weaknesses in regenerating its small-scale spatial and
temporal variability (Figs. 15b, 16b, Table 4). It could
be that the domain size (issue 7) was not large enough
for the Little Brother to fully regenerate all the small-
scale variability of systems entering into the domain.
The correlation coefficients for the stationary small-
scale components are especially low over the ocean.
But again, this may not be surprising since no
stationary forcings are present there. We expect that
with longer simulations this stationary component will

decrease in amplitude. On the other hand, the corre-
lation of the time variability, i.e. the small-scale dis-
turbance activity of the flow, is well simulated,
although somewhat weaker. Even though the Little
Brother had more difficulty with the relative vorticity
field, these weaknesses did not have a noticeable impact
on the surface climate.

To diagnose possible drifts in the Little-Brother
simulation, we present on Fig. 17 time series of the
precipitation rates averaged over the domain excluding
the relaxation zone. We can see that the Little Brother
does not drift or deviate significantly from the Big
Brother. Over the whole month, excluding the spin-up
period, the Little Brother produced similar total
precipitation compared to the Big Brother: 116 mm
versus 120 mm. The same conclusion can be draw from
the time series of low-level temperatures (not shown).
Concerning the ability of the Little Brother to repro-
duce the Big-Brother small scales, we found that the
Little Brother was generally very good. The only ex-
ception we found is the relative vorticity away from
strong surface forcing (see Figs. 15b, 16b). Figure 18
shows time series of the spatial variance of the small-
scale relative vorticity at 500 hPa. We see that the
Little Brother has negative bias most of the time.

Fig. 14. a Standard deviation
of precipitation rate. Contours
are every 5 mm day–1. Regions
with values higher than 5 mm
day–1 are shaded. Correlation
coefficient R = 0.88. For land
only: R = 0.84, for ocean only:
R = 0.81. b Standard deviation
of the small-scale component of
the precipitation rate. Contours
are every 5 mm per day. Re-
gions with values higher than
5 mm day–1 are shaded. Corre-
lation coefficient R = 0.90. For
land only: R = 0.80, for ocean
only: R = 0.83

Table 3. Variance ratios C stat
ss and C trans

ss for precipitation rate

Land and ocean Land Ocean

Stationary – small scales 1.02 0.96 1.04
Transient – small scales 0.98 0.96 0.99

642 Denis et al.: Downscaling ability of one-way nested regional climate models
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  Sta=s=cal,	
  Global,	
  Global	
  High	
  Resolu=on,	
  Telescoping	
  
Grids,	
  Regional	
  Climate	
  Models	
  
–  Regional	
  Models	
  Cannot	
  Correct	
  Profound	
  Errors	
  in	
  Large-­‐Scale	
  Forcing	
  

(Global	
  Model)	
  –	
  Bias	
  CorrecIons	
  Necessary	
  
–  Domain	
  SelecIon	
  –	
  NesIng	
  –	
  Big-­‐Brother	
  Experiment	
  
–  Temporal	
  ResoluIon	
  

•  Robust	
  Es=mates	
  of	
  Uncertainty	
  Required	
  
–  RCM	
  formulaIon,	
  Global	
  Model	
  FormulaIon,	
  External	
  Forcing,	
  NATURAL	
  

VARIABILITY	
  

•  Use	
  of	
  Climate	
  Informa=on	
  needs	
  to	
  Drive	
  Modeling	
  Design	
  
–  Need	
  to	
  do	
  the	
  “Real”	
  PredicIon	
  Problem	
  -­‐	
  VerificaIon	
  

•  Much	
  Room	
  for	
  Hybrid	
  Sta=s=cal	
  –	
  Dynamic	
  Approaches	
  

Robust	
  Es=mates	
  of	
  Uncertainty	
  Required	
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  formulaIon,	
  Global	
  Model	
  
FormulaIon,	
  External	
  Forcing,	
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VARIABILITY	
  

	
  



Mote et al. 2015: Weather@Home 
Quantifying Uncertainty  
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Figure 1.  Depiction of the tradeoff between spatial resolution, represented  by longitud i-
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Figure 2.  (a) Domain and  elevation of terrain (meters) used  in these simulations. (b) 

flowchart ind icating how “workunits” issued to volunteers turn into results on the OSU 

server. (c) Number of valid  runs per year.  

 

Figure 3.  Dec-Jan-Feb average temperature in °C as simulated by Weather@Home (left) 

and  by the North American Regional Reanalysis (middle), for 1979-2009, and  the d iffer-

ence (right).  The Weather@Home figures are formed  by averaging up to 100 simula-

tions per year.  
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Figure 4.  Annual mean temperature, averaged over the Pacific Northwest, for weath-

er@home (25-100 simulations per year) and observations from the National Climatic 

Data Center (red ), along with linear fits.     
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Figure 6. Return period  curves of maximum one-day temperature in June-July-August, 

each curve representing 4500 standard  physics weather@home simulations for the 1960s 

and  2000s over California and Nevada. Uncertainties are calculated both with respect to 

return period (horizontal bars) and temperature (vertical bars).  
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Figure 7. a. Linear trend  in annual mean temperature, 1960-2009; b. Difference in annual 

mean temperature, future runs minus past runs, in °C/ year.     

Ts Trend 1960-2009 C/yr Ts Trend Future - Past C/yr 

Mote et al. 2015 



Global High Resolution  
Example: Athena Project 

simulated time was over 50 times more costly in 
computational terms with the NICAM model than 
with the IFS. The drive to reduce or eliminate the use 
of simplifying assumptions and parameterizations 
in order to achieve desired accuracy in representing 
regional climate can have a costly impact on model 
performance. Notably, NWP centers worldwide are 
actively developing new modeling strategies beyond 
the “large-scale hydrostatic” realm that has served 
them so well in the past 30 years.

As noted above, the experiments included several 
types of integrations. The fidelity of both the IFS 
and NICAM models in representing features of the 
global climate were evaluated and directly compared 
in a series of integrations covering selected boreal 
summers. Features of interest include the pluvial and 
drought conditions over extratropical continents and 
the formation, propagation, and demise of tropical 
cyclones. In addition, the IFS model was integrated 
over several 13-month periods, each initialized on 
1 November for all years from 1960 to 2007. Because 
each of these integrations includes two Novembers—
one within one month of the atmospheric and land 
surface initial conditions and one removed from the 
initial state by one year—it is possible to use them 
to assess the drift of the model climate away from 
the observed climatology and the reproducibility 
of the solution for a given specified set of boundary 
conditions. While much of the climate drift of an 
atmosphere-only model should occur within several 
weeks of the initial condition, there is, however, also 

a drift in the land surface conditions that can extend 
the period over which the model experiences drift. 
Several ensembles of integrations using perturbed 
initial states and the same boundary conditions 
were also made with the IFS model in order to get a 
measure of the reproducibility of the model climate 
in both winter and summer seasons.

The entire 47-yr period was also simulated in a 
single continuous run [a climate of the twentieth 
century (C20C) run; also sometimes referred to as 
an Atmospheric Model Intercomparison Project 
(AMIP) run; http://www-pcmdi.llnl.gov/projects 
/amip/NEWS/overview.php] starting in January 
1961. Finally, a time-slice run was made to assess the 
impact on the global atmosphere of the anticipated 
change in SST associated with global climate change. 
The difference in the annual cycle of SST at each grid 
point between the last 30 years of the twenty-first 
century and the last 30 years of the twentieth century, 
taken from the IPCC AR4 integration of Community 
Climate System Model, version 3.0 (CCSM3.0), was 
added to the observed record of SST for the 1961–2007 
period. The resulting SST represents an estimate of 
the future SST, with the assumptions that 1) models 
used to project the change in climate to the end of the 
twenty-first century quite reliably depict the change 
in the mean annual cycle and 2) the future SST will 
have the same interannual variability as it has in the 
current climate.

All the runs with the IFS model were done 
at multiple resolutions, including a grid spacing 

TABLE 1. Project Athena experiments.
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of many of the simulations. There is 
a strong tropical cyclone in the Bay 
of Bengal with stunningly realistic 
features, including a well-formed 
eye and spiral bands whose cloud 
distribution and rainfall intensity 
are quite similar to those found in 
nature. Animations of the NICAM 
simulations (http: //wxmaps.org 
/athena/home/mov/NICAM_p09 
.mov) are difficult to discriminate 
from animations of satellite obser-
vations of tropical systems. A more 
in-depth evaluation of the verti-
cal structure of TCs, which is the 
important aspect of these storms 
that evolves the climate forward, is 
provided in Manganello et al. (2012).

Model spatial resolution also 
strongly affects the statistics of 
North Atlantic hurricanes. Figure 3 
shows the frequency of occurrence 
of maximum 10-m wind speed and 
minimum sea level pressure (SLP) 
in the North Atlantic hurricanes 
simulated by IFS at two of the resolu-
tions: 39 and 10 km. The qualitative 
difference between the two model 
intensity distributions is clear: the 
peaks of the distributions are too 
high and are skewed toward lower 
wind speeds (or higher pressures) in 
the lower-resolution simulation. The 
tails of the distributions that include 
secondary peaks are not reproduced 
at all at 39 km compared to 10 km. 
The most intense storms, achieved only in the 10-km 
simulations, correspond to category-4 or category-5 
hurricanes in maximum wind speed and minimum 
central pressure, respectively. Figure 4 shows a similar 
distribution of minimum attained SLP for the entire 
globe, restricted to June–August of the years for 
which both NICAM and IFS 10-km simulations are 
available. The IFS simulations tend to overpredict 
storms in the lower intensity bins (968 hPa and 
higher) and underpredict the higher intensity storms, 
compared to the observed. In contrast, the NICAM 
simulations include a smaller proportion of less 
intense storms than observed, with a higher propor-
tion of very intense storms (below 968 hPa).

The faithful representation of surface characteris-
tics of TCs is of prime importance in order to obtain 
a realistic assessment of their damage potential. 

Figure 5 shows the quality of simulation of such fea-
tures in NICAM and IFS at two different resolutions, 
using as an example a snapshot of the most intense 
TC at the peak of its intensity. The NICAM simulated 
TC (Figs. 5a,d) shows a storm of relatively small size 
with a clearly delineated and large eye, a relatively 
large radius of maximum winds (0.35°), and relatively 
few rainbands. Comparing the two different resolu-
tions of IFS simulations, the 10-km simulated TC 
(Figs. 5b,e) shows smaller scale and greater detail in 
the inner core, as well as more intense gradients in the 
eyewall than the IFS 39-km resolution (Figs. 5c,f), and 
agrees better with observations of the most intense 
TCs (e.g., Kimball and Mulekar 2004). The 10-km 
simulated TC has also a clearly visible eye surrounded 
by a tight eyewall, though not as well defined as in 
the NICAM simulated TC, and multiple rainbands. 

FIG. 3. Distribution of (top) maximum attained 10-m wind speed and 
(bottom) minimum SLP in the North Atlantic hurricanes from the 
International Best Track Archive for Climate Stewardship (IBTrACS) 
data (black bars), IFS 10-km simulation (red bars), and IFS 39-km 
simulation (green bars) for the May–November seasons of 1990–2008. 
The inset plots show the tails of the distributions.
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FIG. 6. Differences in track density of vorticity maxima at 850 hPa from 13-month integrations for
winters (DJF) during the period 1989/90–2007/08: (a) T159–ERA-Interim, (b) T511–ERA-Interim, (c)
T1279–ERA-Interim, (d) T2047–ERA-Interim, (e) T15915min–ERA-Interim, and (f) T511O159–ERA-
Interim. Results are based on mobile systems ($1000 km) only with a minimum lifetime of 2 days.
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FIG. 6. Differences in track density of vorticity maxima at 850 hPa from 13-month integrations for
winters (DJF) during the period 1989/90–2007/08: (a) T159–ERA-Interim, (b) T511–ERA-Interim, (c)
T1279–ERA-Interim, (d) T2047–ERA-Interim, (e) T15915min–ERA-Interim, and (f) T511O159–ERA-
Interim. Results are based on mobile systems ($1000 km) only with a minimum lifetime of 2 days.
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errors are hardly altered by increased horizontal reso-
lution. The underestimation of cyclone track densities in
the storm track entrance regions over the western bound-
ary currents, for example, hardly improves with increasing
horizontal resolution. Jung et al. (2006) hypothesized that
this is a result of the smoothness of the underlying SST
fields; in light of the results obtained in the present study
and the study by Woollings et al. (2010), it seems im-
portant to test this conjecture in a follow-on study. Inter-
estingly, the overestimation of lee cyclogenesis also shows
little, if any, improvement with increased horizontal res-
olution (not shown).

Reducing the time step of the T159 model to 15 min
deteriorates the extratropical cyclone track densities in

large parts of the Northern Hemisphere (Fig. 6e). Fur-
thermore, the fact that extratropical cyclone track den-
sities in the T511 run with explicit T159 orography are
comparable to the T511 run with T511 orography sug-
gests that the improvement seen when going from T159

TABLE 3. Mean convective/large-scale precipitation (mm day21)
integrated over different domains. Results are based on boreal
winters (DJF) of the period 1989–2007 (1989–2006) for 13-month
(AMIP style) integrations.

Region T159 T511 T1279 T2047

13-month integrations
158S–158N 3.54/1.03 3.57/1.13 3.52/1.23 3.46/1.29
208–908N 1.01/1.10 1.06/1.18 1.05/1.20 1.05/1.23
208–908S 1.21/1.10 1.18/1.29 1.17/1.35 1.17/1.39

AMIP-style integrations
158S–158N 3.56/1.01 — 3.55/1.24 —
208–908N 1.04/1.10 — 1.08/1.20 —
208–908S 1.20/1.11 — 1.20/1.37 —

FIG. 5. As in Fig. 1, but for total precipitation (mm day21). Observational data are based on the Global Precipitation
Climatology Project (GPCP; Adler et al. 2003).

TABLE 4. Average number of extratropical cyclones per month
for the Northern Hemisphere extratropics (308–908N) and the pe-
riod 1989/90–2007/08. Results are shown for relative vorticity at
850 hPa (j850) truncated to T42 and SLP truncated to T106, as well
as three different selection criteria: minimum lifetime of 2 days and
minimum migration distance of 1000 km (Crit-1), minimum life-
time of 2 days (Crit-2), and minimum lifetime of 1 day (Crit-3).

j850 SLP

Resolution Crit-1 Crit-2 Crit-3 Crit-1 Crit-2 Crit-3

December–February
ERA-Interim 130.8 167.3 282.3 80.8 111.8 198.8
T159 122.2 159.2 259.2 87.1 128.2 248.9
T511 130.7 165.3 271.9 95.74 139.6 289.0
T1279 128.4 163.4 270.2 93.0 140.8 291.9
T2047 130.5 164.6 270.8 91.9 137.7 287.4
T15915min 119.3 157.4 253.9 83.1 126.4 243.7
T511O159 131.3 165.5 272.9 96.5 141.5 294.4

Jun–Aug
ERA-Interim 100.0 152.0 234.1 67.9 129.3 220.7
T159 89.5 142.6 209.8 72.8 165.8 299.0
T511 97.1 148.6 223.2 78.9 175.6 331.9
T1279 98.6 151.1 225.8 80.0 176.2 333.7
T2047 99.7 150.1 223.1 79.3 175.4 333.5
T15915min 86.3 140.9 207.9 69.7 162.2 293.0
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Figure 1: Caption about here
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than)the)LR)along)the)coast)of)North)America,)specially)
over) the) region)where) the)Gulf) Stream)separates) from)
the)coast)(Fig.)1).)
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Figure#1#|#Snapshot#of#monthly#mean#temperature#(°C)#at#
5#m#(model# level#1)# for#the#North#Atlantic#region:#(a)#LR#
global#climate#model#and#(b)#HR#global#climate#model.##

In) Figure) 1,) we) compare) monthly) fields) of) sea)
surface) temperature) from) climate) simulations) using)
CCSM4) at) the) two) different) ocean) component)
resolutions.)Clearly,)the)0.1o)ocean)fields)show)far)more)
complexity) than) the) equivalent) 1o) fields.) The) Gulf)
Stream) front) is) clearly) seen) and) significantly) sharper,)
containing)lots)of)eddy)activity)and)eddies)are)also)shed)
by) the) Gulf) of)Mexico) loop) current.) Comparisons)with)
the) observational) estimates) highlight) the) fact) that) the)
HR) simulation) is) far) more) realistic.) Significant)
structural) changes) in) the) simulated) rainfall) were) also)
found) to) vary)with) ocean)model) resolution) (refs).) For)
example,)the)axis)of)maximum)rainfall)in)HR)follows)the)
maximum)SST)gradient)so)that)the)rainfall)hugs)the)US)
coast)and)extends)out) into)the)open)Atlantic)as)part)of)
the) Gulf) Stream) extension.) While) the) simulation) of)
these) observed) features) is) promising) and) surely)
desirable,) what) benefit) could) this) provide) for) our)
simulation) and) understanding) of) decadal) climate)
variability) since) predictability) of) mid=latitude) climate)

has)been)more)puzzling?)This)is)a)question)that)we)shall)
investigate)in)the)coming)lines.)
)The) novel) coupled) mid=latitude) decadal) mode)
identified) in) this)study) involves) two)equally) important)
ingredients.) First,) the) atmospheric) model) must)
necessarily) be) characterized) by) a) strongly) nonlinear)
behavior) as) shown) by) the) non-Gaussianity and bi=
modality) of) its) atmospheric) jet) latitude) probability)
density) function) (PDF)) in) Fig.2c=d,)which) is) present) in)
both)LR)and)HR)simulations)in)order)to)be)sensitive)to)
the) ocean=induced) SST) anomalies.) Second,) the) coarse)
resolution) of) the) ocean) component) in) the) LR) model)
reduces) its) potential) for) active) mid=latitude) coupled)
dynamics) due) to) its) relatively) smooth,) laminar) ocean)
circulations.) Therefore,) the) ocean) component)must) be)
also) characterized) by) a)more) energetic) variability) and)
nonlinear)behavior)for)this)kind)of)coupled)mid=latitude)
decadal) mode) to) subsist.) The) intrinsic) atmospheric)
variability,) here) characterized) by) the) latitude) of) the)
atmospheric) Jetstream)at) 200mb) (JLI,) see)Methods)) in)
both) LR) an)HR)model,) is) dominated) by) the) shifting) of)
the)jet)going)back)and)forth)from)high=latitudes)to)low=
latitudes)(Fig.2a=b).)The)corresponding)PDF)in)Fig.2c=d)
is)skewed,)with) the)main)peak)near) the) location)of) the)
dominant) high=latitude) atmospheric) state,) and) a)
secondary) shoulder) indicative) of) the) presence) of) the)
less) occupied) low=latitude) state.) Although) the)
atmosphere) is) preferentially) in) the) high=latitude) state)
for)the)unfiltered)series)in)both)models)as)indicated)by)
its)PDF)mode,)there)are)intervals)in)the)HR)model,)most)
clearly) visible) in) the) filtered) time) series,) of) more)
frequent) occurrences) below) the) mean.) The) HR) model)
therefore) exhibit) transitions) to) and) return) from) the)
atmospheric) regime) that) is) characterized) by) more)
frequent) low=latitude) state) occurrences) not) present) in)
the)LR)model.)The)frequency)of)transitions)between)the)
two) anomalously) persistent) high=) and) low=latitude) jet)
states) varies) in) time) and) this) signal) appears) as)
significant) structures) in) the) spectral) analysis) of) the)
unfiltered)HR)model)time)series)as)a)broad)peak)in)the)
near=decadal)range)(Fig.2e).)

)
)
)
)
)
)
)

)
)
)
)
)
)

)
#

Figure#2#|##Top:#Atmospheric#Jet#Latitude#Index#(JLI)#for#LR#(a)#and#HR#(b)#models.#Bottom:#PDF#of#unfiltered#(gray##
######################shading)#and#low=pass#JLI#for#LR#(c)#and#HR#(d)#models
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Thematic Focus Elements
TFE.3 |  Comparing Projections from Previous IPCC Assessments with Observations

Verification of projections is arguably the most convincing way of establishing the credibility of climate change 
science. Results of projected changes in carbon dioxide (CO2), global mean surface temperature (GMST) and global 
mean sea level (GMSL) from previous IPCC assessment reports are quantitatively compared with the best available 
observational estimates. The comparison between the four previous reports highlights the evolution in our under-
standing of how the climate system responds to changes in both natural and anthropogenic forcing and provides 
an assessment of how the projections compare with observational estimates. TFE.3, Figure 1, for example, shows the 
projected and observed estimates of: (1) CO2 changes (top row), (2) GMST anomaly relative to 1961–1990 (middle 
row) and (3) GMSL relative to 1961–1990 (bottom row). Results from previous assessment reports are in the left-
hand column, and for completeness results from current assessment are given in the right-hand column. {2.4, 3.7, 
6.3, 11.3, 13.3} (continued on next page)

TFE.3, Figure 1 |  (Top left) Observed globally and annually averaged CO2 concentrations in parts per million (ppm) since 1950 compared with projections from the 
previous IPCC assessments. Observed global annual CO2 concentrations are shown in dark blue. The shading shows the largest model projected range of global annual 
CO2 concentrations from 1950 to 2035 from FAR (First Assessment Report; Figure A.3 in the Summary for Policymakers (SPM) of IPCC 1990), SAR (Second Assessment 
Report; Figure 5b in the TS of IPCC 1996), TAR (Third Assessment Report; Appendix II of IPCC 2001), and for the IPCC Special Report on Emission Scenarios (SRES) A2, 
A1B and B1 scenarios presented in the AR4 (Fourth Assessment Report; Figure 10.26). The publication years of the assessment reports are shown. (Top right) Same 
observed globally averaged CO2 concentrations and the projections from this report. Only RCP8.5 has a range of values because the emission-driven senarios were 
carried out only for this RCP. For the other RCPs the best estimate is given. (Middle left) Estimated changes in the observed globally and annually averaged surface 
temperature anomaly relative to 1961–1990 (in °C) since 1950 compared with the range of projections from the previous IPCC assessments. Values are harmonized 
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Thematic Focus Elements
TFE.3 |  Comparing Projections from Previous IPCC Assessments with Observations

Verification of projections is arguably the most convincing way of establishing the credibility of climate change 
science. Results of projected changes in carbon dioxide (CO2), global mean surface temperature (GMST) and global 
mean sea level (GMSL) from previous IPCC assessment reports are quantitatively compared with the best available 
observational estimates. The comparison between the four previous reports highlights the evolution in our under-
standing of how the climate system responds to changes in both natural and anthropogenic forcing and provides 
an assessment of how the projections compare with observational estimates. TFE.3, Figure 1, for example, shows the 
projected and observed estimates of: (1) CO2 changes (top row), (2) GMST anomaly relative to 1961–1990 (middle 
row) and (3) GMSL relative to 1961–1990 (bottom row). Results from previous assessment reports are in the left-
hand column, and for completeness results from current assessment are given in the right-hand column. {2.4, 3.7, 
6.3, 11.3, 13.3} (continued on next page)

TFE.3, Figure 1 |  (Top left) Observed globally and annually averaged CO2 concentrations in parts per million (ppm) since 1950 compared with projections from the 
previous IPCC assessments. Observed global annual CO2 concentrations are shown in dark blue. The shading shows the largest model projected range of global annual 
CO2 concentrations from 1950 to 2035 from FAR (First Assessment Report; Figure A.3 in the Summary for Policymakers (SPM) of IPCC 1990), SAR (Second Assessment 
Report; Figure 5b in the TS of IPCC 1996), TAR (Third Assessment Report; Appendix II of IPCC 2001), and for the IPCC Special Report on Emission Scenarios (SRES) A2, 
A1B and B1 scenarios presented in the AR4 (Fourth Assessment Report; Figure 10.26). The publication years of the assessment reports are shown. (Top right) Same 
observed globally averaged CO2 concentrations and the projections from this report. Only RCP8.5 has a range of values because the emission-driven senarios were 
carried out only for this RCP. For the other RCPs the best estimate is given. (Middle left) Estimated changes in the observed globally and annually averaged surface 
temperature anomaly relative to 1961–1990 (in °C) since 1950 compared with the range of projections from the previous IPCC assessments. Values are harmonized 
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Power Spectra: Jet Position, Ocean KE 





Issues and Considerations 
•  Regional	
  Thinking	
  

–  Efficacy/Value	
  Depends	
  on	
  Physical	
  Environment	
  and	
  Variables	
  of	
  Interest	
  

•  There	
  will	
  always	
  be	
  trade-­‐offs	
  between	
  “accuracy”	
  and	
  
“credibility”	
  

•  Methods:	
  Sta=s=cal,	
  Global,	
  Global	
  High	
  Resolu=on,	
  Telescoping	
  
Grids,	
  Regional	
  Climate	
  Models	
  
–  Regional	
  Models	
  Cannot	
  Correct	
  Profound	
  Errors	
  in	
  Large-­‐Scale	
  Forcing	
  

(Global	
  Model)	
  –	
  Bias	
  CorrecIons	
  Necessary	
  
–  Domain	
  SelecIon	
  –	
  NesIng	
  –	
  Big-­‐Brother	
  Experiment	
  
–  Temporal	
  ResoluIon	
  

•  Robust	
  Es=mates	
  of	
  Uncertainty	
  Required	
  
–  RCM	
  formulaIon,	
  Global	
  Model	
  FormulaIon,	
  External	
  Forcing,	
  NATURAL	
  

VARIABILITY	
  

•  Use	
  of	
  Climate	
  Informa=on	
  needs	
  to	
  Drive	
  Modeling	
  Design	
  
–  Need	
  to	
  do	
  the	
  “Real”	
  PredicIon	
  Problem	
  -­‐	
  VerificaIon	
  

•  Much	
  Room	
  for	
  Hybrid	
  Sta=s=cal	
  –	
  Dynamic	
  Approaches	
  


